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Diversity and extinction in a lattice model of a population with fluctuating environment
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| study a lattice stochastic model of a mutating population sensitive to the influence of a fluctuating envi-
ronment. The dynamics of the population stressed by linear and periodic disturbances is investigated. In
agreement with previous studies of nonspatial models, | find a critical rate of change in the environmental
variable beyond which the population becomes extinct, and | show explicitly that the presence of space in the
model can affect the critical rate. Further, | study the diversity defined as the total number of different cell
types present in the lattice as a function of intensity and frequency of the environmental disturbance. If the
disturbance becomes fast and intense the population becomes extinct. Interestingly, | find that for moderate
stresses the diversity increases with the intensity and frequency of disturbance. The transition between large
diversity and extinction is sharp, implying that the populations with high diversity are generally the ones
closest to the extinction threshold. When subjected to colored noise of increasing intensity the system grows in
diversity but at the same time is more likely to become extif£1063-651X99)04111-2

PACS numbd(s): 87.10+€, 87.23-n

[. INTRODUCTION on the difference between the quantitative value of a given
phenotype and an optimal value that fluctuates in tithe
In recent years much effort has been devoted to the studyaladaptation directly affects the carrying capgcity the
of spatial dynamics in biological systems. Present work inpresence of directional selection the phenotypic variable lags
theoretical ecology and population biology has renewed théehind the environmental variable. If the lag becomes too
interest in the role of spatial patterns in ecological commudarge for individuals to efficiently replace the next genera-
nities[1]. In addition to problems in ecology and conserva-tion, the species becomes extinct. Spatial models including
tion biology, spatial effects in model populations have at-dispersal have also been considef@Hin an analysis of the
tracted attention also in the field of complex systemsiimits to dispersal and adaptation of a spatial population.
Examples include scaling theory and pattern formation, the A related problem that has attracted attention is the main-
species-area relation, fractal distribution of species, anghnance of diversity in a community affected by environmen-
chaos1,2]. _ _ tal fluctuations. Theoretical arguments and field data suggest
It is well known that the abundance of populations iny,q¢ iversity is larger at intermediate levels of disturbance.
nature is sensitive to fluctuations of the external environy; o< been argued that very little disturbance will result in a

ment. Nonspatial mathematical models an(_j computer simUs, ninance of few species or subspecies, while a wildly
lations have been used to study the fluctuations of population

abundances responding to the environmental chafi@ks changing environment determines the extinction of most of

Most of the studies have concentrated on the short scale (%?e types, irrespective of their level of adaptat{df]. On

some generationgecological timg, a time span in which he much Irilrlgerhtlme SC"?"e. of evolut|or}arr]y ttl)me, |thhas t()jegn
natural selection hardly can be considered a force at play. suggested11] that speciation rates might be enhanced in

Fewer investigations have addressed the case in which tfRPPulations living in disturbed environments.
genotype and phenotype of individuals in the population can, N the present paper | examine the dynamics of a stochas-
change in time via mutations and stabilizing selection in-tic cellular automaton subject to an external fluctuating en-
duced by the effect a fluctuating environment. One reason i¥ronment. Following the introductory discussion, | focus in
that (with the exception of microorganismamost of the liv-  particular on three aspects. First, by using a lattice model,
ing populations cannot be studied experimentally for thespace is explicitly taken into account as well as competition
long time scales necessary to observe mutation and naturbfir space and dispersal. Second, the possibility of mutations
selection. The possibility of an evolutionary change is thusamong the cells of the lattice and the spread of the new cell
more of interest in a paleobiological perspective. It is postype are directly included in the model. Third, | study the
sible that environmental fluctuations had a major role in theole of environmental fluctuations imposed externally. The
evolution and extinction of populations, being possibly asexplicit presence of space in the model introduces a new
important as interspecific competitidpd]. time scale, namely the spread time of a new cell type origi-
Several author§5—8] have considered nonspatial math- nating from a mutation. In general this may play a role in the
ematical models for evolution and extinction in fluctuating dynamics of extinction and the diversity of the population. |
environments. In Refl6] individuals of a finite population investigate the extinction limit, analyzing the relation with
are subject to a stabilizing selection whose intensity dependsonspatial models and the role of environmental disturbance.
The paper will then focus on the maintenance of diversity
under environmental fluctuations and the relationship with
*Electronic address: f.v.d.blasio@fys.uio.no the extinction risk.
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Il. MODEL with

The fitness of living organisms depends critically on abi-
otic factors like temperature, moisture, or chemical compo-

sition of the environmeritl2]. In general the rate of biologi- h i 4 di | * is th ber of cell
cal processes follows an optimum response curve as WNEr€gIs a dispersal ratey; is the number of cells occu-

function of the value of the external factor, which is bell Pi€d by the typg and surrounding the empty site, ag
shaped. This implies an optimal performance for some inter'€fers 0 typg. If more typesj,, j,, ... surround an empty
mediate value of the external variable and a poor respons¥luare, the one with loweg (best fitnesgis given privi-

for extreme values. Other than the peak value, the optimurtf9€- If @ square is already filled, it can be reoccupied by a
response curve is characterized by a width that is large fof€W type only if among the neighboring cells there is one

tolerant species and small for nontolerant ones. with a smalleré.

In the present model a mutating population is distributed The time is discrete and the updating of each cell is syn-
on a square lattice of coordinates,y) with at most one chronous. This kind of procedure is justified considering that

individual per site. A functionEe.(t) independent of the for sFochastic models like the present one there is practically
lattice site is assigned externally as a function of time acnO difference between synchronous and asynchronous updat-
cording to a deterministic or stochastic law. This functioniNd, Where only one cell is modified at each sfeg]. After
represents an external abiotic factor affecting the fitness g€ Process has taken plager example, the death of some
the population, such as temperature, moisture, or chemic&f the cell the vectorX(x,y) andE(x,y) representing the
composition, as mentioned above. A functiBg(x,y) that ~ occupancy of _each cell and the optimal value, respectively,
depends on the position in the lattice represents the value &€ updated simultaneously so that the next process can oc-

the best performance for the individual hosted in the cell ofcU" Sequentially. During one time step all processeata-
coordinates X,y). This quantity(which can also be called tion, death, dispersahave occurred once with proper fixed

the phenotypic variabjechanges with time due to mutations, 9'9€"- . , L
diffusion to neighboring cells, or death. For our purposes a A spatially explicit model of competing species similar to

selection among the cell types is introduced, privileging the"€ one described in this work has been used, for example, in

survival and growth of the types having a valueEfx,y) Refs.[13,1_4]. Their model, hqwever, (_joe_s not consider the
close to the external disturbanBg (t). Let us examine all role of environmental fluctuations, which is one of the major
«(1).

the possible processes in order. points addressed by the present paper.

(i) Mutation. Each mutation, occurring with probabiligy
per lattice site and unit time, creates a new type of cell that is . RESULTS
distinct from the others only by the indé(x,y). If a mu-
tation occurs at the lattice site,fy) thenE,(x,y) changes as

y=gnf (1+&) ", ®)

| first examine the dynamics of the model for some im-
posed disturbances. As a first application a linear disturbance
Ees st(X,Y) =Ey(X,y) +r, (1) of the form Eg,(t) =Eq4(0)(1— Bt) will be considered,
where characterizes the rate of environmental change. Af-
wherer is a random positive or negative number with Gauss-+er the calculation has started with only one cell type filling
ian distribution of variancer,. The mutation rate is inde- the lattice, the number of coexisting types increases to a
pendent of the value of the phenotypic variaBlgx,y) in  steady value. Figure 1 shows the optimal va{lig) aver-
the cell. aged over all the cells of the lattice as a function of time. The
(i) Death. The cells of the lattice are sensitive to the various lines correspond to different values of the rgte
fluctuating fieldE¢,(t). The probability of extinctione of = When B is small compared to a critical valug3.

the cell (x,y) is calculated as =o,ur(g) wherer(g) is a function of the dispersal rateo
- be discussed latethe population can follow efficiently the
e=eo(1—e 9)dt, (2)  changing environment, adapting to the external fielgy(t).

IncreasingB to values larger thaB,. causes the population
to become extinct with certainty. Note that whgn- 3. the
= |E..(t)— E(x,y)|/s 3 population becomes less effective in following the environ-
£=[Bex(D) = Bi(x)| @ mental change, a consequence of the decrease in the average
is a parameter characterizing the deviation from the best corfitness. - o
dition, s gives the sensitivity of the cell type to the environ-  The existence of a critical rate before extinction has been
mental variableg, specifies the extinction probability of the Predicted theoretically in a series of studies. In RE8s7] it
worst fit (for which é&—), andét is the time step. Evidently Was shown that the optimum lags with respect to the envi-
this functional form fore favors the survival of types having "onmental variable. Figure 1 also shows thatfer B the
|E(X,y) — Eexdt)| <. rate in the change of the optimal value is close to the gate
(iii) Dispersal. The spreading of a type around neighbor-©f the environmental change. With |ncree_13|ﬁghe curves
ing cells and spatial competition between different types ar@ccumulate around the curye~=p.. In this situation the
introduced. Let an empty cell be surrounded by individualg'ate of change in the optimal value becomes fixate@ o
of some typg. The probability per unit time that an empty ~ Figure 2 showsE;) as a function of time for a fixe

square becomes occupied by a cell of type calculated as and varyingg. The important role played by spatial effects is
evident in the fact that populations with a high dispersal rate

Pyg=1—exp —v), (4) can follow more efficiently the environmental changes.

where
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FIG. 1. Average value of the optimum calculated as
ZXi[ Eopti /Eex{ 0)]1/2X; wherex; is the abundance of the type  to the extinction threshold as a function of the dispersal gdte a
Eopti its optimal value, and,,{0) the value ofE.,; att=0. The linear change of the disturbance. The rest of the input parameters
environmental variable changes linearly according to the expressioare the same as in Fig. 1. Two different values\ef o,ls are
Eoyi(t) =Eax(0)(1— Bt) with different ratesB. The population considered.
subjected to the largest rat8€ 0.7) becomes extinct at a time step
~280. In the simulations the following values of the parameters ar
used: uo=10"3, g=0.5, 5t=1/300, ¢,=0.9, 0,/s=0.011, and
S=900.

FIG. 3. Critical velocity of the environmental changdeading

Efigure additionally shows that the proportionality 8f with
o, is also approximately respected.
| then considered a periodically changing disturbance of
the simple form
Lynch, Gabriel, and Woofil5] have considered a nonspatial

model for a microbialnonsexual population. When subject
to a linear change, the maximum rate before extinction is
found to be proportional tar’Y?, wherer’ in their model

represents the rate of increase of the population at the optjyherer is the amplitude of the disturbance afidthe fre-
mum. Due to the intrinsic nonlinearities in the present modelgyency. Periodic disturbances can be due to seasonal cycles
| have investigated the relatiof.= o ,r(g) empirically  or orbital-forced oscillation$4,15]. Figure 4 shows the av-
from the output of the numerical program rather than anagrage optimal valuéE,) as a function of time. In agreement
lytically. Some results are shown in Fig. 3. Populations withyjith Ref. [15] a time lag between the external disturbance
large dispersal rate are less subject to the extinction risk. The__t) and(E,) determines a phase difference between the

Eex(t)=Eo+T sin(Qt), (6)
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FIG. 2. Average value of the optimum phenotype of the popu- FIG. 4. Average value of the optimum phenotype when the
lation with fixed 3=0.3 (see caption of Fig.)land different dis- population is subjected to periodic disturban@edicated with a
persal rateg). The rest of the input parameters are the same as imotted ling. Two different values of the dispersal rate are consid-
Fig. 1. ered. The rest of the input parameters are the same as in Fig. 1.
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FIG. 6. Total number of types as a function of time for a dis-
FIG. 5. Average number of cell types when the population isturbanceE,,(t) changing as a correlatédrown) noise of variance

subjected to a periodic disturbanBg,(t)=Eqy(0)+T sin(Qt) is og. The continuous line refers to a very disturbed environment
shown on a two-dimensional plane where the abscissa and ordinate’e /s=2.4X10"3) while the dashed line refers to a weakly dis-
are the frequency) and the amplitude\E/s of the disturbance. turbed one §g/s=7.5x10"*). Each simulation has been obtained
The area of the circle is proportional to the average number of celperturbing 30 different systems. Diversity and extinction probability
types. Black dots denote the cases in which the whole populatiogre larger for the strongly disturbed system. The input for all the
has become extinct before the simulation was completed. For eadtglculations is the same time series.
point the calculation lasted 1500 time steps. The parameters are the

. .o _ _ —3 — . .
following: $=900,9=0.2, 4=10"", ande;=0.9. optimal values that remain frozen is proportional to the sen-

sitivity parameters (the amplitude is reported as a ratio to

two curves. The role of space is again emphasized by changensitivity s in the graph.
ing the dispersal ratg. Note that larger dispersal rates result At intermediate frequencies and high amplitudes a rela-
in a faster adaptation. tively great diversity is present as well. This can be inter-

In the following | examine the maintenance of diversity, preted as due to the effect of opportunistic cell types, whose
defined in the model as the number of different cell typeschance of survival would be small if the environment were
present on the lattice. To study the diversity with imposedconstant due to the predominant competition of the best-
periodic disturbance, numerical calculations were performeditted type. The changing environment, preventing any type
within a range of different frequencies and amplitudes. Fofrom becoming the best fitted, favors the coexistence and
each run the average number of cell types present in thgrowth of several types.
lattice during a simulation was calculated. Finally, at large amplitudes and frequencies the popula-

In Fig. 5 the axes represent the frequency and amplitudéion is not able to follow efficiently the changing conditions
of the disturbance. The average number of cell types preseaihd becomes extinct. This region is shown by dark circles in
in the lattice is proportional to the area of the circles. At lowthe graph. The balance between extinction and high diversity
frequencies and small amplitudes few cell types are preselig quite sharp, as evident from the fact that in the graph the
on the lattice. A favorable mutation spreads in the latticeextinction region is completely surrounded by areas where
with a time of the order~gS"2 whereSis the area of the the diversity is high. A population located at the boundary
lattice (times are in units of one time step and lengths inwith the extinction region experiences on the average a large
units of one lattice spacingin this area of the graph, char- diversity, but at the same time is more subject to random
acterized by() 7<1, a favorable mutation can spread beforesudden extinctions.
the external conditions have changed sensitively. Therefore, In addition to the number of cell types one can study the
the optimal value is always close E,(t) and the popula- variance in the phenotypic variable. | found a trend similar to

tion is dominated by few well-fitted types. the one presented in Fig. 5, namely the region of extinction is
At higher frequencies and small amplitudes the populasurrounded by regions where the variance is large.
tion tends to maintain higher diversitpottom right in the Real fluctuations of the environment and the biotic re-

graph. This feature can be understood recalling that a celsponse can be more complex than linear or sinusoidal; in
type can spread if on the average it is better fitted than neighsome cases they resemble more closely colored noise with a
boring types, and tends to retreat in the opposite case. ff  reddened spectrurfi3,16]. This noise is characterized by
becomes of the order or larger thara cell type experiences fluctuations whose frequency decreases with the intensity ac-
cycles of good adaptation and maladaptation before it hasording to a power la}16,17. Figure 6 shows a simulation
time to retreat completelin the bad period of the cycl®r  using a correlated brown noise with two different values of
to spread extensivelgduring the good conditionsThis ef-  the variancesrg. To gain better statistics | have considered
fect tends to conserve all the types whose optimal value fall80 different populations. The average number of cell types is
around the average of the disturbarteg The range of the found to be larger for the case of strong disturbattugh
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variancg. The extinction probability also increases with the able will possibly be maintained. Strong variations of the
intensity of the disturbance. In fact, in the case of large enenvironment can keep a larger diversity in the system, but on
vironmental variance several populations became extinct sthe other hand they also trigger more frequently an extinction
multaneously three times during the simulatiGn corre-  of the population.
spondence with these events the number of cell types has It is possible to speculate on the main consequence of the
plummeted in Fig. B model, the maintenance of high diversity at intermediate lev-
The results for correlated noise show that a large diversitgls of disturbance. The “intermediate disturbance hypoth-
is associated with strong levels of disturbance, but on thesis” in its modern formulation has been recently examined
other hand strong disturbances may lead the population toia a series of studiegl1]. In essence the hypothesis states
sudden extinction. It was shown in Fig. 5 that in the case othat habitats with little or very strong disturbance are both
periodic disturbances, the extinction region is close to thgoor in species, the former because of the dominance of a
area of large diversity. The results reported in Fig. 6 evi-few of the most competitive species and the latter because

dently parallel the ones for periodic disturbances. the frequent extinctions deplete the diversity. The present
model lends weight in a natural way to the hypothesis of a
IV. CONCLUSIONS maximum diversity at intermediate disturbances.

] . ) The model | have described obviously presents several
To investigate the robustness of the model | consideregimitations. A first simplification is the absence of interbreed-
several different values of the input parameters and studieﬁi‘g among different cell types. Second, the response of popu-
some variants of the program. In general, an increase of th@yjons to a changing environment is likely to be a very com-
mutation rate causes the extinction region to shrink, while alhlex process in nature, implying the opening of adaptive
increase of the spread rate determines an opposite behavigbace whenever a species becomes extinct, creating empty
Increasing the total time of the calculation can produce &atches and so on. In addition, it can be expected that the
different shape of the plot in Fig. 5, but the qualitative fea-geath of several individuals following a strong environmen-
tures, which are the ones addressed by the present study, ¢ stress determines the isolation of subpopulations where
not change. A possible dependence of the mutationuaia  phenogenotypic changes are believed to proceed faster. The
the_ state of maladaptation has e_llso been investigated takifgct that in the present model a higher diversity is found
w in the form u— p exp(=¢). This also does not produce yjithout founder effect following the isolation of subpopula-
qualitative differences with respect to what is shown. tions might be of interest for the modeling of sympatric spe-
Concluding, the effect of environmental fluctuations on acjation induced by environmental stress. Finally, | have con-
simple lattice model of a population has been considered. Igjgered only one single trait related to only one external
the case of linear variations of the environmental variable \,griable. It is possible that more complete models will allow

have found a critical rate beyond which the population cantor 5 direct comparison with living and fossil populations.
not keep pace with the environmental change. The situation

is more complex for periodic disturbances. If the period of ACKNOWLEDGMENT

the disturbance becomes comparable to the spreading time of

cell types on the grid, essentially all cell types whose optimal | thank Birgitte Freiesleben De Blasio for useful com-
value falls in the range spanned by the environmental variments on the manuscript.
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